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The workplace has experienced extensive digital transformation, in part due to artificial intelligence’s com-
mercial availability. Though still an emerging technology, emotional artificial intelligence (EAI) is increasingly 
incorporated into enterprise systems to augment and automate organizational decisions and to monitor and 
manage workers. EAI use is often celebrated for its potential to improve workers’ wellbeing and performance 
as well as address organizational problems such as bias and safety. Workers subject to EAI in the workplace 
are data subjects whose data make EAI possible and who are most impacted by it. However, we lack empirical 
knowledge about data subjects’ perspectives on EAI, including in the workplace. To this end, using a relational 
ethics lens, we qualitatively analyzed 395 U.S. adults’ open-ended survey (partly representative) responses 
regarding the perceived benefits and r isks they associate with being subjected to EAI in the workplace. 
While participants acknowledged potential benefits of being subject to EAI (e.g., employers using EAI to aid 
their wellbeing, enhance their work environment, reduce bias), a myriad of potential risks overshadowed 
perceptions of potential benefits. Participants expressed concerns regarding the potential for EAI use to harm 
their wellbeing, work environment and employment status, and create and amplify bias and stigma against 
them, especially the most marginalized (e.g., along dimensions of race, gender, mental health status, disability). 
Distrustful of EAI and its potential risks, participants anticipated conforming to (e.g., partaking in emotional 
labor) or refusing (e.g., quitting a job) EAI implementation in practice. We argue that EAI may magnify, rather 
than alleviate, existing challenges data subjects face in the workplace and suggest that some EAI-inflicted 
harms would persist even if concerns of EAI’s accuracy and bias are addressed.
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1 INTRODUCTION
Emotion artificial intelligence (EAI) or automatic emotion recognition technology claims to detect 
and predict human emotion, affect, mood, and other interior states by applying affective computing
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and artificial intelligence techniques to a range of data (e.g., facial expressions; voice patterns
and tones; body gait and gestures; text communication; biosignals) to “sense, learn about, and
interact with human emotional life” [110]. As of 2022, the EAI market is approximately a $23 billion
dollar global industry and is expected to grow to $43.3 billion by 2027 [53, 179]. Even Zoom, the
video-conferencing powerhouse, recently announced plans to integrate emotion recognition in
addition to its existing sentiment analysis features [88]. Though still a nascent technology [150],
commercial adoption of EAI has spread widely in various domains including health, education,
entertainment, and advertising [91, 110, 115, 125, 174]. One high-stakes context in which EAI has
emerged is the workplace [99, 115, 165, 166, 169].
The Computer-Supported Cooperative Work (CSCW) and Human-Computer Interaction (HCI)

scholarship have long been interested in the implications of technology integration in the workplace
(e.g., [70, 124, 158]). Technological advancements have supported workplaces in digital transforma-
tions of their processes by incorporating AI to augment and automate organizational decisions and
to monitor and manage workers [74, 90, 123, 132, 152]. A class of AI, EAI in particular is touted
for its potential to improve corporate wellness programs (e.g., assess worker wellbeing or identify
stressful workplace conditions [117, 126]), as well as to monitor and predict worker sentiment [95],
monitor team performance [75, 116], and detect insider threats [128].
Scholars and advocates have questioned the validity, reliability, and accuracy of EAI’s current

capability to infer human emotion [18, 26, 79, 161] and have raised concerns surrounding EAI’s
potential to perpetuate bias along dimensions including race, gender, ability, and mental health
status [115, 139, 144, 173, 188] to name a few.While important, with some exceptions [7, 99, 144, 174],
much of the existing discourse leaves out data subjects’1 perspectives and experiences. Existing
research that centers data subjects identifies individual and societal risks associated with EAI use
in social media [7] including the potential to amplify discrimination against marginalized groups
[144] and privacy concerns regarding EAI use in educational contexts [174].
Data subjects in the workplace can be vulnerable [12, 164] to technological interventions (e.g.,

being subjected to EAI at work), as they may be subject to employer decisions that prioritize
profitability [130] with little power to protect their own interests, raising questions about who EAI
may serve or harm. It is, therefore, important to examine data subjects’ perspectives on EAI use in
the workplace as they “are better suited to recognize harm due to their epistemic privilege” [22].
Investigating data subjects’ perceptions of EAI can uncover whether EAI’s celebrated purposes are
indeed beneficial (and to whom). Exposing EAI’s potential implications can inform future decisions
about EAI, and more broadly affective computing, development and use in the workplace. To this
end, we address the following research questions:

• RQ 1: How do data subjects perceive EAI to impact them in the workplace?
• RQ 2: How do data subjects anticipate they might respond to the use of EAI in the workplace
in practice?

We address these questions through a relational ethics lens [22]. A relational ethics lens centers
the needs of those most impacted by a technology to critically examine its implications, challenging
ideas of using AI to solve complex, social problems that often perpetuate harmful patterns of
injustice and discrimination [22]. This approach is aligned with a growing body of scholarship
[7, 23, 35, 69, 144] advocating to center the voices of those subjected to technologies in determining
their impact, design, use, and regulation.
We conducted a survey with U.S. adults (N=395), partly representative of the U.S. population

and oversampled for marginalized identities, a sampling approach used in past HCI scholarship
1Aligned with other scholars [69, 144], we use the term “data subjects” to refer to individuals whose data is used in and
enables EAI and who EAI stands to impact in turn. In this study, we view participants as data subjects in the workplace.
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[71]. Participants first answered vignette-based questions related to various potentially beneficial
applications of EAI in the workplace. They then answered open-ended questions regarding what
benefits and concerns, if any, they associated with EAI in the workplace as potential data subjects to
EAI. This paper reports on our qualitative analysis of participants’ open-ended text-based responses.
We find that while data subjects acknowledge the potential ways EAI use in the workplace could
benefit them (implied in our survey vignettes), those potential benefits are overshadowed by a
myriad of potential perceived risks and harms. About 32% of participants, 71.7% of whom were
participants who identified with a marginalized identity, did not deem EAI use in the workplace to
be beneficial to them at all. Those that noted potential benefits (e.g., improved wellbeing, work
environment, and performance and reduced bias), shared numerous concerns about the potential
for employers to use EAI as a means to harm data subjects (e.g., harm wellbeing and employment
status, bias and discrimination against data subjects). We found that conceptions of potential risks
posed to data subjects further led to possibilities of conforming to (e.g., via emotional labor [40, 68])
or refusing EAI (e.g., quitting jobs) to mitigate EAI-inflicted harms.

We discuss 1) the wider social and institutional conditions in which public appreciation for AI (and
EAI) as a solution to deep-rooted social problems masks the problems that EAI implementation can
create, 2) EAI’s implications for heightened power asymmetries and promoting unjust workplace
outcomes, and 3) how key EAI-inflicted harms would still remain even if approaches to addressing
concerns associated with its validity, bias, and accuracy are successful. Taken together, by centering
data subjects, this work provides in-depth and empirical knowledge about EAI’s social and ethical
implications in a high-stakes context that has the potential to shape the future of work and
workforce – an issue that is also of pressing societal importance. Indeed, the United States Office of
Science and Technology Policy (OSTP) recently posted a request for information about technologies
including those that provide "inference of attributes including individual mental and emotional
states" to understand "stakeholders that are, or may be, impacted by their use or regulation" [151] –
a discourse to which this work directly contributes.

2 LITERATURE REVIEW
In this section, we trace the foundations of EAI. We then review scholarship regarding EAI in the
workplace and EAI’s ethical and social implications including data subjects’ attitudes toward EAI.

2.1 Emotions and the growth of emotion AI
EAI is a class of AI that is widely considered to have grown out of the field of Affective Computing,
conceived by Rosalind W. Picard in 1995 to improve human interaction with technologies that can
recognize and/or interact with human emotion [131]. Extending affective computing, EAI generates
algorithmic automatic inferences about humans’ emotional and affective states. The foundations
of automatic emotion recognition can be traced back to various theories of emotion that aim to
address what emotion is and how we come to know it. In 1884, American philosopher William
James theorized emotion instances as secondary to the body’s physiological reactions to events
[84]. Separately, in 1885, Danish physician Carl Lange developed a similar theory that assumed
physiological changes are antecedent to emotion. American philosopher John Dewey interpreted
James and Lange’s theories in a misrepresentation [17] that came to be known as the James-Lange
Theory of Emotions [48]; though Dewey’s James-Lange theory erroneously understood emotions
as categories, rather than instances, that have distinct physiological states, the theory persisted
[17, 62].
Building on biological and physiological assumptions of emotional expression, Paul Ekman

studied the facial expressions of human emotions across cultures [51], and in 1999, introduced
the Basic Emotion Theory. Ekman theorized that across cultures, humans universally express six
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basic emotions consisting of anger, disgust, fear, joy, sadness, and surprise [52]. Most EAI models
classify humans’ emotional expressions into basic emotion categories based on an individual’s
bodily expression, perpetuating Ekman’s universalist assumptions and the James-Lange theory of
emotion, which psychologist Barrett and colleagues have contested [18] among others. Critiques
argue that emotion-adjacent research requires more careful consideration of how AI understands,
responds to, and uses emotions [18].
With EAI’s pervasiveness, critical scholars have argued for the importance of evaluating and

attending to the assumptions encoded into and promised by EAI as emotions can vary across
different identities, cultures, and backgrounds [18, 38, 86, 162, 177]. Historically, assumptions that
an individual’s inner states and traits can be inferred from bodily characteristics and expressions
have facilitated the racist and misogynist pseudoscientific practices of physiognomy and phrenol-
ogy, leading some scholars to argue that computer vision and machine learning approaches to
read human emotion are “reanimations” of these harmful practices [159, 162] as they “infer or
create hierarchies of an individual’s body composition, protected class status, perceived character,
capabilities, and future social outcomes based on their physical or behavioral characteristics” [162].
Drawing on this history, scholars argue that EAI can perpetuate harmful stereotypes and patterns
of discrimination against data subjects [159, 162] including against individuals with a disability
[177]. In an empirical investigation, Rhue shows that facial emotion recognition is racially biased,
tagging Black faces with more negative emotions no matter how much one smiles [138]. Other
forms of potential EAI-inflicted harms surfaced in past work include intrusions of privacy [7, 153],
stigmatizing individuals’ health conditions [115, 173] and triggering paranoia symptoms [98, 154].
However, we lack empirical investigations that provide insights into data subjects’ perspectives on
EAI in high-stakes contexts such as the workplace.

2.2 AI, emotion AI, and the workplace
The workplace has experienced increasingly heavy surveillance as a means to monitor and manage
workers using data including personal and biometric data, social media data, Internet and email
data, and location data [3, 9, 14, 45, 101, 112, 147, 148, 155, 157, 186]. In the workplace, AI and other
automated systems are used as a form of surveillance [75, 95, 116, 145]. Data can then be repurposed
to understand workplace culture [43], to understand and predict worker wellbeing, performance,
engagement, satisfaction, and activity patterns [42, 45, 100, 101, 112, 147, 148, 155–157], to facilitate
algorithmic recruitment and hiring [61, 87, 125, 134], and to improve insider threat detection [128].
Scholars have examined the social implications of AI broadly [10, 13, 31, 121, 140] and integrating
AI in work [5, 59, 80, 175, 178, 185], a full review of which is outside the scope of this paper. In
summary, while it is established that AI, broadly, can inflict harm in high-stakes contexts such as in
criminal justice and health [31, 121, 140], investigating EAI’s implications in particular is important
as EAI infers a uniquely sensitive type of data that is vulnerable, complex, and prone to misuse [7].
For example, in social media, EAI and broadly algorithmic inferences of emotional states may be
employed to monitor and infer mental health states of social media users [45, 47, 104] – information
about one’s emotions, mental health, or broadly affective phenomena, if inferred in the workplace,
may raise questions and concerns such as discrimination, privacy, and ethics [29, 30, 115, 134].
EAI interfaces with human emotions which are core to social and private life, moderating our
thoughts, behaviors, interactions, and decisions [41, 96, 184]. Additionally, the visibility and sharing
of emotions and associated experiences can be consequential [8, 20, 37, 141–143].
The use of EAI and broadly algorithmic inferences of emotional and affective states surfaces

ethical tensions and social implications that may vary dependent upon the various contexts in
which it is deployed. For example, Chancellor et al. discuss issues with algorithmic predictions
of peoples’ mental and emotional states from social media data, identifying key tensions in the
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areas of inadequate ethical oversight, lack of scientific validity, and disparate impacts across
stakeholders involved in the development, implementation, and use of such algorithms in social
media [29, 30]. However, different tensions may surface in the use of AI systems that predict mental
and emotional states in other contexts, especially if we center data subjects’ perspectives. In this
study, we focus on EAI’s implications in the workplace, an environment increasingly adopting EAI
[11, 63–65, 87, 90, 125, 128]. Integrating automated systems into the workplace has been in part
due to the workplace being a leading stress source [60, 122]. Research has examined the causes
of stress in the workplace such as work overload and role conflict [111] and the consequences of
stress such as a decrease in productivity and performance [36, 92], in which employers may aim to
address and mitigate tribulations that workers may face [65], for example, by analyzing worker
interactions with technology [113]. As worker wellbeing can negatively impact productivity and
performance [36, 92], employers are interested in EAI to better survey workers’ emotional states
as a means to improve worker wellbeing and work production as well as to expedite workplace
decisions [11, 45, 87]. However, EAI’s outputs and data subjects’ self-reports of emotions in the
workplace do not always align [86].

Absent from the discourse surrounding EAI use in the workplace is the perspective of those who
would be subjected to it, including the benefits and harms they conceive of as a result of being
subjected to EAI. Indeed, efforts to address the ethics of a technology’s use begin with “a deep
understanding of the potential benefits and harms of a system” [83]. Our paper contributes to this
understanding by centering data subjects in the workplace through a relational ethics lens [22].

2.3 Ethical and social implications of emotion AI
Despite being framed as efficient and reliable systems [19, 88], AI ethicists argue that concerns
around the “fairness, justice, and ethics of Artificial Intelligence (AI)” emerge from the “grave
failures, limitations, harms, threats, and inaccuracies” of implementing AI in different domains
[23]. The use of inherently limited EAI technologies to fully account for the complexities of human
emotion, then, threatens to shape society in profound yet unknown ways. As such, it is important
to address the ethical and social implications that emerge from the adoption of EAI.
A relational ethics lens in the context of algorithmic systems addresses and challenges harmful

and unjust AI use by putting “the needs and welfare of the most impacted and marginalized at the
center” [22]. To exist and function, EAI requires data subjects’ data to create inferences about and
potentially respond to their affective and emotional states [46, 89, 109]. However, we know little
about how data subjects conceive of or would react to EAI at work. A relational ethics lens allows
us to address this gap in the context of EAI in the workplace.

Outside the workplace context, scholars have recently taken steps to examine data subjects’ views
on EAI. U.K. surveys indicate discomfort with being subjected to EAI broadly [110]. In the social
media context, data subjects have primarily negative attitudes towards EAI with concerns at the
individual and societal levels [7, 69, 144]. Additionally, students have privacy concerns regarding
EAI use in educational contexts [174]. Lastly, Mantello et al. conducted a survey to understand
job-seekers’ attitudes towards EAI and suggest that, if left unregulated, EAI may lead to increased
stress among people with marginalized ethnicities, genders, and class as current EAI systems are
unlikely to adequately account for human differences and particularities [99]. These studies both
illustrate the importance of centering data subjects and highlight their legitimate concerns.

As applications of EAI in different domains grow, we contribute to a growing interdisciplinary dis-
course surrounding EAI’s ethical and social implications [7, 38, 69, 110, 144, 161, 177] by examining
data subjects’ perspectives in the high-stakes context of the workplace.
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3 METHODS
3.1 Recruitment and participation
This study draws from a dataset of U.S. adults’ open-ended responses (N=395) collected as part of a
survey studying data subjects’ attitudes and perceptions of EAI. We recruited participants using
Prolific, an online survey recruitment platform with a database of survey respondents pre-screened
for specific criteria, allowing for recruitment of specific populations.
We developed our sample (N=395) in two steps. First, we collected a sample balanced for U.S.

representativeness by sex, age and race/ethnicity (N=300) by using Prolific’s representative sample
feature, which automatically selects respondents with a distribution of age, sex, and race/ethnicity
representative of the national population for sample sizes of at least 300. Due to the importance of
accounting for marginalized communities’ perspectives of EAI and aligned with relational ethics
[22], we ran a separate recruitment by using Prolific’s pre-screened criteria to allow us to oversample
for participants who identified with mental illness(es), underrepresented genders, and people of
color (N=455). For the qualitative analysis of open-ended questions (this paper’s focus), we first
randomly sampled open-ended responses from the oversampled dataset (N=109), which included
participants who identified with at least one of the following marginalized identities: a person
of color, gender minority (i.e., transgender, non-binary), and/or current or past lived experience
with mental illness. We then combined the randomly sampled open-ended responses from the
oversample with open-ended responses from the representative sample. Our methodological choice
to oversample our representative dataset through random subsampling for people with mental
illness(es), underrepresented genders, and people of color allowed us to include marginalized
social groups that may be at increased risk of harm as EAI data subjects [139, 144, 188] whose
perspectives may otherwise be eclipsed by a representative sample alone, while preserving the
findings’ generalizability to the sampled groups’ perceptions of potential impacts of EAI use
and balancing study resources with research goals [183]. We note that our goal for qualitatively
analyzing the oversample was not to provide statistical results but to present themes surfacing in
said analysis; we also note that in analyzing the oversample subset, we stopped observing new
themes and therefore did not increase the oversample subset’s size. Future work could use insights
derived from this qualitative analysis to develop close-ended survey questions to determine the
prevalence of findings about marginalized groups on a larger scale. After merging the representative
sample and supplemented oversamples (N=409), we removed 14 respondents for disingenuous or
blank responses and duplicates to the open-ended questions, resulting in a total of 395 analyzed
responses with a representative sample of 289 participants and an oversample of 106 participants.
For duplicate submissions, we preserved the participant’s first submission and removed the other.
Appendix B includes the full breakdown of the two samples. Appendix C includes participants’
demographics.

3.2 Study design
Using factorial vignettes designed based on best practices [21, 85, 97, 102, 103, 172], participants
were presented with 28 vignettes that asked them to rate their comfort level with their employer
automatically detecting their emotional state from either (1) “records of what you say (either
verbally or written/typed) and how you say it (such as your speed or tone when saying it” or (2)
“images or video of what you look like, based on your facial expressions” that were “recorded from
your daily activities and device use,” for 14 various purposes. Participants indicated their comfort
level by answering each vignette using a visual analog scale (VAS) ranging from 1 (extremely
uncomfortable) to 100 (extremely comfortable) – analyzing these data is outside the scope of
this paper’s contributions, but we provide this detail for transparency and context. To ensure
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respondents had a common understanding of what we meant by “emotional state,” we included
the following definition at the top of the survey: “Emotional state” refers to your emotions and
moods, including but not limited to stress, anxiety, depression, boredom, calmness, fear, fatigue,
attentiveness, happiness, sadness, disgust, surprise, and/or anger.
Purposes were informed by prior work’s suggestions of purposes that people may perceive

as beneficial applications of EAI and algorithms that infer emotional states (which may not be
known as EAI), including to support academic research [144], detect or prevent harm to oneself or
others [47, 144, 149], facilitate early detection of mental and neurological illnesses [47, 67], provide
employers with increased understanding about workers at either individual and aggregate levels
[45, 182], and provide more relevant and timely automated wellbeing interventions [107] with
data-driven and presumably more accurate, less subjective insights about workers’ mental health,
emotions, and related affective phenomena [45, 86, 107, 144]. These aforementioned purposes
also surface in descriptions of EAI in the workplace patents [119]. All participants saw the same
vignettes in a randomized order to avoid ordering effects.

An example of a vignette presented to participants is as follows: As an employee, rate your comfort
(from 0 = “very uncomfortable” to 100 = “very comfortable”) with your employer using a computer
program to automatically detect your emotional states using records of what you say (either verbally
or written/typed) and how you say it (such as your speed or tone when saying it) recorded from your
daily activities and device use, for the purpose of: diagnosing mental illness in employees earlier than
otherwise possible.

A complete list of vignettes and purposes for the workplace context is included in Appendix A.
After completion of each vignette set, participants were asked to answer open-ended questions.
These questions asked participants to describe what, if any, 1) benefits and 2) risks/concerns they
associated with EAI in the workplace, and 3) aspects of their identity (broadly construed) that
may have shaped their comfort with EAI in the workplace in their own perspective. This paper
contributes findings from our analysis of participants’ responses to these open-ended questions; as
such, we provide only the necessary details about the survey’s vignette portion that is relevant to
the present inquiry. Though including data analysis of the survey’s vignette portion can provide a
quantitative underpinning, we focus on participants responses to open-ended questions to amplify
their voices around their perceptions, feelings, and attitudes towards EAI use in the workplace.
We ran a pilot survey to test our design and determine whether any changes were necessary

before data collection, including assessing respondent fatigue (i.e., measuring average time to
complete and adding attention checks) and clarity of survey questions (i.e., adding open-ended
questions that asked respondents to describe any parts of the survey they had questions about to
ensure respondents interpreted survey questions in the way we meant ). After we analyzed the
pilot survey, we determined that no additional changes were necessary and the study design was
ready for data collection.
A note on vignettes. Factorial vignettes are useful to elicit judgments and attitudes about

phenomena [85]. While we designed vignettes based on real world stated purposes of EAI use in the
workplace, our vignettes were speculative in the sense that we asked participants to imagine if their
workplaces used the systems described in vignettes; this approach is well-established in factorial
vignette designs [21, 103]. Indeed, speculation is a powerful tool for examining technologies’ ethical
implications [57] and uncovering whether technological designs meet the needs of those with whom
they interact [187] by eliciting values toward emerging technologies such as EAI [6, 25, 27, 76, 181]
where people may not be directly familiar with the technology or cognizant of being subjected to
it [58], for example due to lack of transparency. The main critique of vignette-based approaches
is that people may behave differently than how they say they will; however, there is evidence
suggesting that people would in fact act similarly to how they imagine they would as well [81, 135].
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Codebook themes Alpha binary
Perceived potential benefits of EAI use in the workplace 0.735
Perceived potential concerns of EAI use in the workplace 0.85

Average alpha binary across relevant themes 0.7925
Table 1. Alpha binaries and average of alpha binaries of codebook themes relevant to this study

Regardless, because our goal was to surface participants’ attitudes towards EAI use in the workplace
– for which speculative vignettes are useful [181] – whether or not people would in practice behave
the way they said they would is not a concern regarding our approach and findings. Furthermore,
our vignette-based approach is aligned with algorithmic folk theory scholarship suggesting that
what people think an algorithmic system does and how they feel about it is just as key as what the
technology may actually do in practice [56, 180].

3.3 Analysis
We conducted iterative qualitative analysis to analyze participants’ answers to three open-ended
questions described in Section 3.2.

To develop a codebook, we conducted a first coding exercise on randomly selected open-ended
responses to 50 out of the dataset’s 395 participants’ responses. Five coders trained in qualitative
coding individually and independently open-coded a random subset of 50 participants’ responses.
They then met to discuss their codes, coding agreement, and observed themes overall. After this
meeting, the last author developed an initial codebook by grouping open codes into parent codes
(e.g., the parent code benefit was developed to capture all anticipated benefits surfaced in the
analysis). In a second coding exercise, three of the five coders collaboratively iterated on the initial
codebook and applied the revised codebook to a subset of another 35 randomly selected responses.
Next, the three coders met with the last author to discuss their codes, resolve disagreements, and
iteratively develop a finalized codebook.
Once we finalized the codebook, we established inter-rater reliability (IRR) [106] as follows.

Two coders separately coded a newly selected random subset of 20 responses using the final
codebook. Using functionality available in ATLAS.ti, we measured IRR with Krippendorff’s alpha
binary. Table 1 includes the alpha binary for the codebook themes relevant to this study and the
average of the relevant alpha binary values. We established IRR after reaching a score above .75
[106], deemed as “acceptable,” after two rounds of coding data and measuring IRR. To identify
and resolve disagreements after the first round, the two coders met to discuss any discrepancies,
shared perspectives and rationales, and reached consensus to ensure similar understanding and
application of codes moving forward.
After we established IRR, we divided the remaining data among the same two coders. Though

they used the established codebook in this final coding round, the two coders could add new codes
to mark for discussion with the rest of the team. This choice ensured that our analysis remained
open and flexible. However, no new codes surfaced in this process. After coding the remaining data,
the whole research team met to identify and refine resulting themes surrounding data subjects’
perceived risks and benefits associated with EAI in the workplace.

3.4 Limitations and opportunities
First, as described in Section 3.2, the survey design included open-ended questions presented to
participants after rating their comfort being subject to EAI systems described in various vignettes.
While carewas taken to construct thewording of vignettes in a neutral way to the extent possible, the
benefits implied by our vignettes’ purposes of using EAI may have nevertheless biased participants’
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perceptions toward EAI in a positive way due to framing bias [1, 16, 129, 170, 171]. Conversely,
it is also possible that our vignettes may have been perceived as controversial, which may have
mitigated potential framing bias by provoking an immediate negative response. That said, the
survey vignettes did not imply any potential risks or harms and so avoided potential (negative)
priming effects when eliciting participants’ concerns regarding EAI. We also note that the open-
ended questions we analyzed were written in an intentionally flexible way, allowing participants
to create their own conceptions of EAI’s potential effects. This flexibility may have mitigated
the possible influence of survey vignettes on participant perceptions. Additionally, demographic
questions that could have influenced participants’ responses were asked at the end of the survey.
Second, all participants regardless of their employment status and whether or not they have

been subjected to EAI in the workplace are potential EAI data subjects (a group this work focuses
on). That said, the majority of participants were current, former, or future employees. However,
we did not collect information about all data subjects’ characteristics that may be relevant to
their perceptions of EAI (i.e., level of familiarity with distinct data types, level of literacy), as our
sampling approach was constrained by the available pre-screened participant pools in Prolific and
concerns of respondent fatigue. Moreover, data subjects’ perceptions of EAI in the workplace may
vary by factors such as industry/occupation that were not assessed in this study, and as such we do
not claim that our findings are representative of workers as a whole. Future work could extend our
findings such as by examining the perspectives of people who are knowingly subjected to EAI in the
workplace, for example by conducting larger scale surveys and sampling specific sub-populations
of workers to better understand how data subjects as well as work condition differences may shape
perceptions of EAI.

Next, we acknowledge that by centering our study in the workplace context that is increasingly
implementing EAI systems [74, 123, 132, 152], our findingsmay not generalize to other groups of data
subjects who experience EAI use.While we present percentages to signal prevalence of marginalized
participants’ perceptions throughout our findings, such findings regarding marginalized groups
may not generalize to all data subjects. Additionally, our findings may not be generalizable to other
contexts in which EAI is/may be used such as education, healthcare, law enforcement, or criminal
justice, as perceptions about technology and norms surrounding data sharing and emotional
expression are contextually situated [86, 107, 118]. That said, our findings offer important insights
regarding data subjects’ perceptions of EAI in the high-stakes context of the workplace, and hope
these insights encourage future work to explore ways in which data subjects in other domains could
be impacted by EAI, as well as how data subjects’ perceptions of EAI might be shaped by factors
such as framing (i.e., if data subjects’ perceptions of EAI may differ if the purpose for which it is
used does not imply a benefit to data subjects – an effect that can encourage workers’ participation
in surveillance [3]).

Lastly, we note potential limitations regarding our sample and elaborate on our methodological
choice to oversample the representative dataset. Oversampling is inextricably linked to represen-
tativeness in sampling. Socially dominant groups whose larger share of the population make up
representative samples may obfuscate the perceptions of marginalized groups [105]. As a research
study in the context of the workplace where emotion AI’s data subjects (i.e., workers) have little
power to consent to their interactions with this emerging technology, we felt it was important
and timely to explore the perceptions of data subjects as a collective group, while ensuring that
the perceptions of data subjects who identify as (1) a person of color, (2) underrepresented gender,
and/or (3) living with mental illness were represented by first sampling for representativeness
and then oversampling for attributes along these dimensions. While research questions examining
differences in perceptions among these (and other) subpopulations are out of scope for this paper,
future analysis could explore such differences.
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4 FINDINGS
Notably, when asked what benefits to them, if any, they associated with EAI in the workplace, 32%
of participants responded that they did not foresee any benefits – 71.7% of whom identified with a
marginalized identity, which we define for purposes of this paper as data subjects that identified
with at least one of the marginalized groups for which we oversampled: (1) person of color; (2)
gender minority; (3) current or past lived experience with mental illness. For those participants
that did acknowledge how EAI could potentially benefit them in the workplace, we find that EAI’s
potential benefits are overshadowed by a myriad of ethical and justice-related concerns that expose
data subjects to potential harms. Using a relational ethics lens [22], we reveal how data subjects
acknowledge potential benefits of EAI in the workplace yet fear employers’ use of EAI may enact
unjust and disproportionate EAI-inflicted harms to data subjects. We describe three ways data
subjects perceive employers’ use of EAI could potentially benefit or harm their 1) wellbeing; 2) work
environment, performance, and employment status; and 3) employers’ (im)partiality. Table 2 shows
a breakdown of these potential impacts. Moreover, we found that as a result of these potential risks,
participants foresee conforming to or refusing EAI in the workplace. Throughout the following
sections, we include (1) the overall percentages of all participants who that shared each findings’
theme and (2) what percentage is represented by participants who identified as having at least one
marginalized identity to further amplify the voices and perspectives of marginalized participants.
In this section, we first describe findings from the large number of participants that did not

perceive any benefit to them associated with EAI in the workplace.We then share findings organized
around areas where data subjects anticipate potential benefits and risks of EAI in the workplace.
We conclude by describing data subjects’ potential practical responses to EAI in the workplace.

4.1 Data subjects perceiving no EAI-related benefits to them
Although participants acknowledged a variety of potential benefits of using EAI in the workplace
(described in later sections), many participants reported that there would be no benefit to them at all.
Even after responding to vignettes that suggested potentially beneficial workplace applications of
EAI, about 32% of participants, 71.7% of whom were participants who identified with a marginalized
identity (i.e., person of color, woman, transgender, non-binary, having or had a mental illness)
did not note any benefit when asked to describe potential benefits they might receive from EAI
in the workplace. Some participants pointedly responded with answers such as “None” and “No
benefit,” while others shared that they viewed no benefit to EAI use in the workplace and, instead,
raised concerns regarding how it can pose risks onto them. Participants specified a variety of
concerns (outlined in later sections) including the potential for EAI use to harm their wellbeing,
work environment, and employment status, and to create and amplify bias and stigma against
them, especially for those with marginalized identities. Furthermore, participants expressed distrust
against EAI use and anticipate conforming to or refusing its implementation in practice. For example,
P103 said, “I don’t [see a benefit]. computers and such have not advanced enough to take the place
of people in these things and every persons expressions and things are more subtle.” Additionally,
P86, who has a mental health condition, stated, “i don’t think anything could be beneficial from
the intrusion of employers into employees’ personal health.” Participants such as P103 and P86 did
not perceive any value to being subjected to EAI in the workplace, and their remarks point to
their skepticism of the technological capabilities and employers’ use of EAI. We also note that,
although 32% of participants explicitly noted no benefit to EAI use at all, even participants who
acknowledged a potential benefit went on to describe a myriad of potential risks that they may
become exposed to.
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Wellbeing
Refers to whether and how employers care for data subjects’ wellbeing

Improve data subjects’ wellbeing
• Early health detection, diagnosis,
and intervention

• Increased support and awareness

Harm data subjects’ wellbeing
• Incorrect inferences of health condi-
tions and misdiagnosis

• Privacy loss

Work environment, performance, and status
Describes how data could be used by employers to improve or

harm the work environment, data subjects’ performance, and employment status
Improve work environment and per-
formance

• Workplace safety
• Performance management

Harm work performance and employ-
ment status

• Impair work performance
• Negative employment outcomes

(Im)partiality
Highlights if and how employers make partial or impartial decisions

perceptions towards data subjects
Reducing bias and stigma

• Reducing bias against data subjects
• Reducing stigma around data sub-
jects’ mental health and associated
disclosures

Creating and perpetuating bias and
stigma

• Incorrect and inaccurate EAI-
generated inferences

• Bias and discrimination against data
subjects

• Perpetuating mental health stigma

Table 2. Breakdown of the three ways in which participants perceived employers’ use of EAI to impact them

4.2 Wellbeing: employers using EAI-generated inferences to improve data subjects’
wellbeing vs. harm data subjects’ wellbeing

Participants’ remarks pointed to how, as data subjects, they anticipated their wellbeing would be
directly impacted by EAI use in the workplace. Perceptions of whether data subjects’ wellbeing
would be positively or adversely impacted by EAI were dependent upon the employers’ use of the
personal and sensitive emotional data the EAI application generated. Participants acknowledged
the potential for employers to practice care when interacting with data subjects’ emotion data (e.g.,
improving their wellbeing by identifying individuals in need of support and taking supportive
action when support is needed); however, participants contrasted these potential benefits with
concerns that employers would use EAI in ways that could potentially inflict harm to their wellbeing
(e.g., inaccurate inferences, loss of privacy).

4.2.1 Improve data subjects’ wellbeing. Producers and adopters of EAI claim to use data regarding
peoples’ emotional states to promote workplace and data subjects’ overall wellbeing [115, 117, 126].
Resembling factorial vignettes that posited the purpose of EAI in the workplace to diagnose health
conditions early, identify individuals in need of support, and provide data-driven understanding
about employees, participants acknowledged EAI’s potential to improve their wellbeing (e.g.,
early health detection, diagnosis, and intervention; increased support and awareness of data
subjects’ wellbeing) with the qualification if employers used EAI-generated inferences in ways
that demonstrate care towards data subjects’ wellbeing.
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Early health detection, diagnosis, and intervention. 15.9% of participants, 79.4% of whom
were participants who identified with a marginalized identity, noted EAI’s potential to benefit them
if EAI could diagnose a health condition early through health monitoring and detection. For instance,
P314, who reported having a mental health condition being treated with medication, stated, “...
there are always undertones but at the same time it can detect if you really need help. Not only that but
to also have your employer care about your mental health? That seems very beneficial because taking
care of mental health will most likely help with performance of that individual.” P314 acknowledges
how EAI in the workplace could potentially benefit her if employers used the technology in ways
that provided care for her mental health, such as by detecting health conditions early (an outcome
with positive consequences for one’s work performance as well). P27 who was a multi-racial man
looking for work, also stated, “Anything that could diagnose cognitive decline earlier would be helpful
not only to me, but to anyone with a brain. It could lead to much more positive health outcomes and a
higher quality of life for those nearing retirement age,” suggesting how participants anticipate the
potential benefit of EAI aiding in the earlier diagnosis of health conditions to promote better health
outcomes that may not otherwise be possible for them.

Some participants also described how early health detection and diagnosis can serve as a means
to intervene in one’s health conditions discovered and diagnosed by EAI. P57, who reported having
a mental health condition, described EAI’s potential to detect health conditions early as beneficial
by providing necessary information they could use to intervene in their own wellbeing: “Used
responsibly, these could be a serious boon to mental health. If a system sees I’m having say. . . an OCD
relapse before I do, I could take action earlier to stop it.” These examples highlight how participants
acknowledge EAI use in the workplace to be potentially beneficial to them in detecting, diagnosing,
and intervening in their potential health conditions which can potentially lead to an improved
overall wellbeing in the workplace.
Increased support and awareness. 30.6% of participants acknowledged EAI’s potential to

provide the necessary information to employers to identify health conditions and provide support
to manage said conditions, 82.6% of whom were participants who identified with a marginalized
identity. P3, a non-binary person with a mental health condition, stated that EAI could be beneficial
to them, “if employers are fair and understanding of their worker’s mental health and the importance
of providing accommodations when needed...,” illustrating how EAI may be potentially useful to data
subjects if employers were to demonstrate care towards data subjects by providing resources to
those in need.
P230, who disclosed having a mental health condition being treated with medication, noted

how EAI could lead to potential wellbeing benefits by increasing one’s self-awareness about their
health, stating “Yes, i feel like these systems would 100% benefit me, not only as a employee but also
as a person.. For example, i could find more ways to cope with my bipolar depression, while at home
and work.” In addition to promoting self-management through increased self-awareness, P230
further described how EAI health detection and monitoring could potentially lead to improved
understanding about mental health and disabilities in the workplace as a whole, sharing “I feel like
its important for the work place to understand mental health and also disabilities, and I feel like this is
amazing and so beneficial.” Here, P230 highlights the lack of understanding surrounding mental
health and disabilities in the workplace, and the allure of EAI’s potential to indirectly benefit data
subjects by promoting data-driven understandings about mental health between data subjects and
employers in the workplace.

These findings demonstrate that data subjects view EAI as a tool to potentially promote employers’
understanding and awareness of data subjects’ wellbeing while allowing for data subjects’ self-
awareness of possible health conditions and potentially providing data subjects with necessary
resources and care that can improve their wellbeing. However, the potential for EAI to benefit data
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subjects is dependent upon employers’ use of EAI-generated data that demonstrates care towards
data subjects in the workplace. As the following section describes, participants described concerns
of how employers’ use of EAI data beyond the stated beneficial purposes could inflict harm to data
subjects’ wellbeing.

4.2.2 Harm data subjects’ wellbeing. Despite the aforementioned potential benefits, our analysis
reveals how data subjects contrasted their acknowledgement of EAI’s potential to benefit their
wellbeing with concerns that employers could use EAI-generated data in ways that would not
demonstrate care toward data subjects, which could inflict harm to their wellbeing. Some noted
the potential for negative wellbeing effects as a result of inaccurate inferences and subsequent
misdiagnosed health condition(s), while others cited concerns that EAI would increase stress due
to privacy loss. Therefore, many participants perceived the personal information EAI generates as
irrelevant to their employers and that EAI in the workplace is contextually inappropriate.

Incorrect inferences of health conditions and misdiagnosis. 5% of participants noted that
EAI use could lead to incorrect inferences of a data subjects’ health condition, of whom 76.2%
identified with a marginalized identity. These participants contested previous ideas of EAI use to
aid in improving data subjects’ wellbeing. As noted by P36 who reported having a mental health
condition, “I have a problem with the possibility of incorrectly assessing individuals. It would be a hell
of a thing to get 51502 into a psych ward just because a computer thought you needed it,” describing
concerns regarding potential harms, including to one’s wellbeing and autonomy, resulting from
EAI’s inaccurate inferences. Similarly, P84 said that EAI systems “could easily misdiagnose my
condition or make it seem as if I had a poor work experience even if that is not the case,” illustrating
concerns around how EAI could lead to both a misdiagnosis and negative assumptions towards an
individual’s work.

Privacy loss. 50.9% of participants, 36.7% of whom identified as having a marginalized identity,
noted their concerns surrounding their privacy and how EAI use by employers could contribute
to their worsened wellbeing. P96, who has a mental health condition that has not been formally
diagnosed, expressed how EAI systems could “gather sensitive information the employee wishes
to be kept private, and they [EAI] just generally overstep boundaries,” suggesting that participants
consider emotion data to be personal and sensitive information and that EAI’s deployment in the
workplace would violate privacy boundaries that data subjects hold for their emotions in the work
context. By rendering visible personal and sensitive information that one wishes to remain private,
EAI may psychologically harm data subjects by inducing emotional disturbance or distress [33].
For example, P363, who disclosed having multiple health conditions, shared concerns regarding
negative wellbeing implications as a result of EAI-induced privacy intrusions: “The awareness that I
am being analyzed would ironically have a negative effect on my mental health.” P363’s concerns
demonstrate that, despite EAI’s claimed goals to infer and improve data subjects’ wellbeing in
the workplace [90, 115, 117, 126] as also observed in Section 4.2.1, EAI use can “ironically” lead
to opposite effects in which data subjects’ wellbeing may suffer as a result of losing control and
privacy over their emotional states.

As many participants noted privacy concerns regarding EAI use, 20% therefore viewed EAI use
as contextually irrelevant to employers and the workplace in general, 81% of whom identified
with having a marginalized identity. P62, who has lived with anxiety and depression, noted, “it
makes me feel that it might be strange to have a system at work monitoring my mental health as these
things may have nothing to do with my work, or what or how much I am accomplishing during my
time at work.” P62’s remarks point to how monitoring data subjects’ wellbeing using EAI could
2The number of the section of the Welfare and Institutions Code that allows a person with a mental illness to be involuntarily
detained for up to 72 hours.
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generate unrelated inferences regarding their performance at work. P56, a white woman who was
a full-time employee, also stated, “It’s an invasion of privacy. It’s an employee’s responsibility to seek
out help not an employer’s responsibility to pry into someone’s personal life,” demonstrating the belief
that EAI is both invasive to data subjects’ privacy and inappropriate for employers to attempt to
improve data subjects’ wellbeing. Participants noted how EAI-generated inferences are unsuitable
for the workplace as it could lead to potential negative impressions of data subjects and feelings of
uneasiness at and towards work, including for those living with mental health conditions. Overall,
participants’ remarks suggest that EAI’s introduction in the workplace violates contextual integrity
(i.e., by not adhering to contextually relevant and appropriate norms of information collection and
sharing [118]).

Altogether, we find that participants acknowledged that employers’ use of EAI could potentially
improve or deteriorate data subjects’ wellbeing, where either outcomes is dependent on how much
employers care for, in practice, data subjects’ wellbeing in the data subject-employer dynamic.

4.3 Work environment, performance, and status: improve work environment and
performance vs. harm work performance and employment status

Many participants commented on how employers’ use of EAI-generated inferences and associated
data could improve or harm data subjects’ work environment, performance, and employment status.
While participants noted the potential for employers to use EAI in ways that could improve the
work environment such as through maintaining a safe workplace and managing their workloads,
participants contrasted these potential benefits with potential risks of employers using EAI in
harmful ways (e.g., the potential for employers’ use of EAI to impair their work performance,
potential negative employment outcomes such as denying benefits or even termination).

4.3.1 Improve work environment and performance. EAI is touted for the possibility to enhance
the workplace environment and employees’ performance through purposes such as insider threat
detection [128] and managing employees’ work [65]. Participants acknowledged similar potential
benefits, noting how employers could use EAI to improve the work environment by helping to
maintain a safe work environment and improve data subjects’ performance through performance
management. Such conceptualizations are in conversation with survey vignettes positing EAI as
a means to infer employees’ risk of self-harm and harm towards others, assess employees’ work
performance, and alert employers when they need more support.

Workplace safety. 10.9% of participants remarked upon how EAI’s inferences could be used to
identify and protect people who may pose harm to themselves or others, 69.8% of whomwere partic-
ipants with a marginalized identity. P164 who was a woman looking for work stated, “Personally, I
think the most beneficial uses of these programs would be to detect potentially harmful/violent behavior,”
suggesting that EAI could help with sustaining a safe work environment. Some participants noted
how EAI could be used to detect potential danger for both self-harm and harm posed on others. P77,
a full-time employee, stated that EAI could potentially “infer if employees could harm themselves and
others” and P391 who is looking for work stated, “I do think in terms of safety it would be beneficial.
If it’s able to see if a coworkers has the potential to hurt themselves or another person I would want
to know. It would prevent injury or in some cases death,” pointing to a potential benefit of EAI to
recognize potential harm and maintain safety which may, in turn, improve the workplace.

Performance management. 15.4% of participants also acknowledged the potential for employ-
ers to use EAI to improve the workplace for purposes such as assessing data subjects’ performance
and alerting employers when data subjects may be experiencing work overload, 75.4% of whom
identified as having a marginalized identity. Some interpreted EAI as a form of performance
management, suggesting how such purposes could improve data subjects’ work conditions and
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outcomes. For example, P148 an African-American or Black man who was a full-time employee,
stated “Potentially, this system could help me when I am overrun with work and burnt out. The system
could help alert my employers that I need something to improve my emotional wellbeing,” suggesting
that using EAI as part of work performance assessments could prompt employers to reduce or
adjust data subjects’ workloads without negative repercussions for the data subject, as implied by
P148. To add, P245 stated that she has “issues when it comes to working that could use some legitimate
support. This could help [her] employer understand or at least be obligated to comply with offering
that support or lenience,” demonstrating how some participants recognize the potential for EAI use
in the workplace to result in an increase in employers’ support for data subjects.

Some participants noted that EAI as a performance management tool could be mutually beneficial
for both data subjects and employers. As P120 described, using EAI to promote “greater productivity
in the work place” could “be a win-win.” A “win-win” in this context demonstrates how, for some
participants, using EAI to identify gaps in support that data subjects may need to manage their
workload and better perform, may benefit both data subjects and employers, potentially leading to
improved work outcomes.

4.3.2 Harm work performance and employment status. Although many participants acknowledged
how employers could theoretically use EAI in ways that improve the work environment and their
performance, they also contrasted these potential benefits with concerns regarding the potential
for EAI use to impair their work performance and lead to negative employment outcomes.

Impair work performance. 8.1% of participants noted how employers’ use of EAI would impair
their work performance, 80% of whomwere participants who identified with a marginalized identity.
P339 who is employed full-time, noted how “Monitoring employee’s attention or work with close
scrutiny has been proven to lower productivity,” contesting previously mentioned potential benefits of
EAI use to monitor work to manage and improve data subjects’ workloads and productivity. Some
participants also mentioned how employers using EAI could potentially wrongly treat data subjects,
deteriorating the workplace environment for data subjects. P42, who was a part-time employee,
noted that employers’ use of EAI could result in "Lower self-esteem and bring embarrassment from
being called out by an employer," pointing to how employers’ EAI use could potentially harm how
she performs and feels in her workplace, in contrast to promises of using EAI to promote better
work conditions and outcomes.

Negative employment outcomes. 19.7% of participants expressed concerns regarding the
potential for employers’ use of EAI to create or intensify existing power imbalances between data
subjects and their employers, which could, in turn, harm data subjects’ employment status, 76.9%
of whom identified with a marginalized identity. P10, who was a part-time employee, noted how
EAI systems could potentially “give a little too much power or authority to the employers,” pointing
to how she finds employers’ use of EAI concerning. P115, who noted that she was looking for work,
describes how EAI could give “employers more access to personal, private data on their employees”
which could result in employers having more power over data subjects by using their “personal,
private data.”

Participants that mentioned the potential for exacerbated power imbalances were fearful of the
dynamic they would have with employers if EAI were integrated into their workplace, pointing
to how EAI use could potentially intensify already existing tensions in the employer-data subject
relationship. For instance, P44, a full-time employee, describes how he viewed the current employer-
data subject relationship in the workplace: “The amount of control that employers already have over
employees suggest there would be few checks on how this information would be used. Any ‘consent’
on employees is largely illusory in this context.” P44’s remarks on the dynamics in the workplace
highlight the power employers currently have which EAI could potentially intensify. Additionally,

Proc. ACM Hum.-Comput. Interact., Vol. 7, No. CSCW1, Article 124. Publication date: April 2023.



124:16 Shanley Corvite et al.

P44’s remarks point to the potential for creating a false sense of security whereby data subjects
giving consent to the use of EAI may be useless and “illusory” as employers could misuse EAI
regardless with “few checks” in place.

These potential risks regarding power imbalances between data subjects and employers led 33.4%
of participants, 77.3% of whom were participants who identified with a marginalized identity, to
express concerns regarding employers potentially using EAI and their authority – reinforced by
relying on EAI-generated inferences – as a means to make unjust employment decisions such as
firing or denying benefits and promotions with implications for equal opportunity and safety. P245,
who has a felony and has "been labeled a felon [since she] got out in 2008," expressed concerns about
what this might affect her if the system would "block people by accidentally saying they’re dangerous,"
and thereby equating having a felony with being a risk to others in the workplace, a phenomenon
observed in prior work [77]. P245’s remarks acutely demonstrate the existing biases she faces as
someone with a felony, suggesting how using EAI in workplace safety initiatives may indeed not
increase workplace safety and equal participation opportunities (or perceptions thereof) for some
data subjects who already face unjust barriers in the workplace (e.g., those with a felony in their
backgrounds). Whether a particular EAI system takes into account a data subject’s past history or
not, and whether it labels a former felon as dangerous is not our focus here, but what the concerns
of a data subject in that position are. To add, P15, a full-time employee with a diagnosed mental
health condition, mentioned that “They [employers] could decide that I am no longer a good fit at work
and fire me. Decide I’m not capable enough and not give me a raise, or think I’m not working enough,”
highlighting beliefs about several potential ways in which employers’ use of EAI could impact data
subjects’ employment status. P50, also a full-time employee who has multiple health conditions,
stated that “This technology could very easily be used by employers to fire employees struggling with
mental health issues or to hold them back from receiving promotions or raises. Employers could possibly
use it to force employees into unpaid FMLA leave if the employer determines that the employee has
mental health issues.” These examples are in stark contrast with potential benefits described earlier
surrounding employers using EAI to better manage data subjects’ workloads as well as to support
and care for their wellbeing.

Taken together, these examples highlight participants’ concerns around employers using EAI as
a means to impair work performance and justify undesired employment decisions or negative and
consequential perceptions of data subjects, posing harm to data subjects’ employment status rather
than improving their work environment or performance. Furthermore, these findings demonstrate
that data subjects are wary of how employers would use EAI in practice to make high-stakes
decisions, such as firing and denying them benefits.

4.4 (Im)partiality: reducing bias and stigma vs. creating and perpetuating bias and
stigma

Participants noted the potential for employers to make impartial or partial decisions and perceptions
when using EAI-generated inferences. We refer to (im)partiality as the degree to which employers
make fair, unbiased decisions or perceptions regarding data subjects when using EAI. Participants
acknowledged the potential benefit of employers using EAI in ways that demonstrate impartiality
towards them such as reducing bias and removing barriers to disclosure surrounding mental health
conditions. However, they also noted potential harms such as making false inferences regarding
data subjects and creating and perpetuating bias and stigma against data subjects. In describing
these concerns, participants highlighted their fear of employers overrelying on inaccurate and
biased EAI systems.
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4.4.1 Reducing bias and stigma. Research demonstrates that in general, the public’s views are
alignedwith the popular allure of AI’s potential to make unbiased and objective decisions [19, 44, 87].
Similarly, participants noted that EAI use in the workplace could lead tomore unbiased decisions and
perceptions (compared to traditional workplaces) concerning data subjects through reducing bias
and stigma, in line with claimed purposes of implementing EAI and other algorithmic approaches
to avoid human biases and subjectivity when assessing an employee’s emotional state (i.e., through
employer observations or employee self-reports), as suggested by one survey scenario.

Reducing bias against data subjects. 3% of participants acknowledged how employers could
potentially use EAI to make fair and unbiased decisions and perceptions regarding them if the
systems were trained and de-biased to account for differences in identities, 66.7% of whom identified
with a marginalized identity. As P180 stated, EAI might be beneficial, “assuming the software adjusts
for those differences [across different identities] and still outputs correct and reliable data,” suggesting
that, the potential benefit of EAI for data subjects is contingent upon its technical accuracy and
lack of bias, particularly for groups EAI is known to generate less accurate inferences for including
women, disabled people, and people of color [50, 120, 138]. If the system were to reliably remove
demographic biases, some participants saw its potential to mitigate the bias they experience in
the workplace. As P228, a transgender East Asian woman who was looking for work, shared, “It
might benefit me if it avoids employers’ human biases in making judgments so as to be more objective,”
demonstrating how the promise of objective and reliable use of EAI leads to a belief that EAI use
could reduce subjectivity and bias in the workplace. Sharing how such promises of EAI to reduce
human judgement and subjectivity might benefit data subjects, P194, a Black woman who reported
having a mental health condition, stated that “It may be better in getting past the common problems
of discrimination in giving better readings.” These conceptions of EAI show the allure towards
EAI’s promises of objective and de-biased inferences to benefit data subjects by replacing human
subjectivity and bias in the workplace.
Reducing stigma around data subjects’ mental health and associated disclosures. 5%

of participants, 80% of whom identiifed with a marginalized identity, acknowledged the potential
for EAI use to help reduce stigma surrounding mental health and its disclosure in the workplace.
As disclosure about mental health can often be a stigmatized topic [55, 146] with consequences
including in the workplace, participants acknowledged how EAI use could potentially facilitate
discussions surrounding mental health in the workplace, remove barriers to disclosure of mental
health (or other health conditions) to employers, and lead to increased understanding and support
for data subjects. For example, P28, who lives with multiple mental health conditions, stated, “I
think they [EAI systems] would benefit me in being able to speak about my wellbeing not directly. . . ,”
demonstrating how EAI could potentially allow data subjects to disclose their emotional or physical
states without having to directly talk about it by virtue of EAI making inferences about their health.
To add, P311, a full-time employee with a mental health condition, noted the potential for EAI to
aid in reducing stigma around mental health in the workplace, leading to more access to support
and resources for data subjects: “They could allow access to care that normally has a negative stigma
attached to it without having to put yourself [out there.]” These examples highlight participants’
beliefs that EAI use in the workplace could potentially directly or indirectly facilitate disclosure of
their mental health or wellbeing broadly which may potentially lead to employer support without
risking stigmatization and bias.

Stigma, as a form of prejudice and of discriminatory nature, is associated with negative wellbeing
effects [93, 94]; as such, while we include themes surrounding stigma here, we note that participants’
concerns surrounding EAI’s impact on increasing or reducing stigma is also relevant to EAI’s
potential wellbeing impacts suggested by participants, which we discuss in Section 4.2.
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4.4.2 Creating and perpetuating bias and stigma. Although participants acknowledged the potential
for EAI to be used in ways that could help reduce bias and stigma in the workplace, in contrast,
they also raised concerns about the potential for employers to use EAI in harmful ways such as
making false inferences about data subjects based on inaccurate EAI inferences, leading to bias,
discrimination, and stigmatization against data subjects.

Incorrect and inaccurate EAI-generated inferences. 36% of participants noted the potential
for EAI to produce inaccurate and incorrect inferences about data subjects that employers would
then accept at face value, leading to partial and incorrect perceptions of data subjects, 72.7% of
whom identified with a marginalized identity. P87, who was being treated for a mental health
condition, described the understanding that “all current AI systems depend heavily on their training
material. They are often wrong when presented with information outside their training. It seems to
me very difficult to provide a suitable large training set to cover the full gamut of human emotions,”
noting concerns regarding EAI’s inability to infer all human emotions correctly. Additionally, P94, a
Hispanic or Latino/a/x man employed full-time, stated that data subjects “have just one more thing to
worry about, the employer thinking the employee is suicidal or something because a system saw them
make a weird facial expression,” illustrating the belief that EAI could potentially produce inaccurate
inferences regarding data subjects that employers could take as true, leading to potentially harmful
consequences against them. To add, P328, a Hispanic or Latino/a/x woman employed part-time
stated, “Another concern I would have is it [EAI] being inaccurate. Or perhaps not doing enough help
than they [employers] think it will. If it is so accurate in diagnosing and bringing attention problems,
that might also have a negative side effect. If you were somewhat feeling okay that day but the system
reads something different, it could bring attention to things that people were not thinking of in the first
place and make them aware of their true emotions at an inconvenient setting.” P328’s remarks point
to concerns around inaccurate EAI-generated inferences about her, but also harm such as lack of
control and agency around whether and when she directs attention to her internal states, even if
accuracy concerns are resolved.
Bias and discrimination against data subjects. 15.9% of participants expressed concerns

regarding employers using EAI in ways that could lead to bias against data subjects with a marginal-
ized identity, disproportionately affecting data subjects along dimensions such as race, gender,
class, disability, and sexuality, 85.7% of whom were participants who identified with a marginalized
identity. For instance, P95, a disabled Black woman, mentioned that she would be concerned about
EAI use in the workplace “If they’re [EAI systems] not programmed properly to consider race & culture.”
She went on to describe how her identity as a “poor/black/elderly/woman” would lead to obstacles in
“getting real, honest, caring help from professionals... [and she has] to take into consideration that the
bots are being programmed by people which most times, (maybe unintentional), use their bias.” P95’s
comments point to concerns regarding EAI’s potential to perpetuate bias and discrimination against
data subjects with marginalized identities and how said bias may impact the support and resources
one would have access to. To add, P7, a transgender and non-binary white person, described how
EAI systems could “have the potential for both racial and gender biases, particularly against POC
[people of color], women, and trans individuals. Who is deciding what expressions ‘look violent’ and
how can one determine people as a threat just from the look on their face?...” P7’s remarks demon-
strate concerns around how employers using EAI could potentially discriminate marginalized data
subjects. As a result, participants noted EAI to be a potential means to take unfair actions towards
marginalized groups and to justify such partial actions. P42, a white woman who was employed
part-time, mentioned that “there is already a bias in the workplace for minorities and women, these
systems could be used as ’evidence’ in any unjustness, or oppression, by blaming it on mental instability.”
These examples point towards data subjects’ concerns regarding employers using EAI to further
perpetuate discrimination against marginalized data subjects in the workplace.
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Perpetuating mental health stigma. 2.3% participants, 88.9% of whom were participants who
identified with a marginalized identity, noted how EAI could potentially lead to perpetuating stigma
of mental health and discrimination in the workplace, contrary to earlier acknowledgements of EAI
reducing stigma and barriers to disclosure of mental health-related concerns in the workplace. P358,
who has a formally diagnosed mental health condition stated that “Mental health is stigmatized
enough without allowing employers access to a computer program that thinks it can figure out
mental health,” implying, with skepticism about EAI’s capabilities, that implementing EAI into the
workplace could further stigmatize mental health.

Others described concerns surrounding being stigmatized for their accurately EAI-inferredmental
health conditions. For example, P234, a Black woman with multiple mental health conditions, stated
that, “Unfortunately, there’s a nasty stigma around mental health and you can be subjected to employee
discrimination even though it’s against the law. I can’t afford to take that chance. I believe mental
health is best left in the hands of medical professionals instead of employers with possible agendas.”
P234’s remarks demonstrate the fear of employers becoming aware of her mental health status due
to EAI use, leading to stigmatization in the workplace and potentially causing her unjust harm and
discrimination. These examples highlight data subjects’ concerns regarding EAI in the workplace
and the potential to perpetuate bias and stigma, contesting ideas of reducing bias and stigma as
described in Section 4.3.1. Overall, participants who noted EAI’s potential to perpetuate bias and
stigma demonstrate the harms that could be posed to data subjects, especially specific groups of
people such as those with marginalized and/or stigmatized identities.
All in all, to situate concerns regarding inaccuracy, stigma, and bias resulting from EAI use

in the workplace, it is worth noting that 1.3% of participants also expressed concerns regarding
the potential for employers to overly rely on EAI, 80% of whom identified with a marginalized
identity. Participants were especially concerned with overreliance on systems that have no human
input, expressed by 4.3% of participants, 67.4% of whom identified with a marginalized identity.
For example, P103, a full-time employee, stated that EAI “will be relied upon too much.” Similarly,
P318 mentioned that implementing EAI would mean trusting “employers to do the right thing too
much,” suggesting that relying on employers to effectively use EAI in supportive ways is not
trivial. Employers’ use of EAI systems without human input led to exacerbated concerns regarding
overreliance. For example, P283, a white woman who was a full-time employee living with a mental
health condition, stated that because they “feel like computers cannot do what a human is able to do,”
employers over relying on EAI-generated inferences is problematic.

4.5 Data subjects’ anticipated practical reactions to EAI use in their workplace
Participants described how they would respond to EAI if the systems were implemented into their
workplace with many envisioning themselves to change their feelings or behavior, citing how they
would partake in conforming to EAI expectations or rejecting the technology. Whether or not
participants would actually engage in these activities in practice is difficult to know, especially
with emerging technologies like EAI; however, these findings do illustrate participants’ concerns
regarding being subjected to EAI in the workplace.

4.5.1 Conforming. 7.6% of participants, 76.7% of whom identified with a marginalized identity,
suggested that they would intentionally change their typical behavior and feelings in the workplace
to conform to expectations of data subjects’ behavior as prescribed by EAI, in an attempt to avoid
being adversely affected by EAI. This is significant as it highlights how EAI implementation in
the workplace may lead to data subjects losing control and autonomy over their own actions and
emotions. For example, P360, a trans full-time employee with a mental health condition, stated, “it
would cause me to act differently than I normally do at work,” highlighting the potential for EAI use to
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lead data subjects changing their behavior at work. P272, also a full-time employee, described that
“You could not be yourself and roll your eyes at your Supervisor or co-worker if you felt the urge, you
would have a constant feeling that big brother is watching and you are not alone.” P272’s association
of EAI with “Big Brother,” a fictional character from George Orwell’s dystopian novel 1984 [127],
highlights her fear of surveillance from higher authorities and the consequences from implementing
EAI into the workplace. To add, P185, employed full-time, shared: “It would affect me in that if I had
to use the app for work, I would fake a smile or otherwise try to fool the software because I would not
want my employer to know my mental state unless I wished them to,” pointing to concerns regarding
EAI use to violate data subjects’ privacy, therefore changing her behavior by engaging in emotional
labor [40, 68] to not provide her employer with private information about her emotional states.
Similarly, P71 who is disabled and has multiple health conditions, stated that they would “exert a
massive amount of energy masking (engaging in neurotypical/expected behaviors when they aren’t
natural to me) even when alone in my office, which would make me very distracted and unproductive”
if EAI was implemented in the workplace. However, if they were unsuccessful, P71 continues,
they could “constantly be flagged by the software.” These remarks demonstrate the concern that
conforming to EAI in the workplace may amplify negative impacts, especially on disabled data
subjects, by constantly partaking in additional emotional labor to evade EAI inferences, leaving
them exhausted. These examples illustrate that data subjects may live with EAI in the workplace
by acting in ways that would deter the system’s inferences about them or by otherwise conforming
to normative workplace behavior expectations as encoded by EAI. However, participants feared
how this reaction could lead to harmful impacts on their health and productivity, especially when
disabled or otherwise marginalized in the workplace.

4.5.2 Refusing. 4.1% of participants who shared concerns about EAI-inflicted harms responded
with feelings of distrust towards EAI technology, 62.5% of whom identified with a marginalized
identity. Some stated broad feelings of distrust such as P26 who was employed full-time saying,
“I would not trust such a system.” Others explained why they felt such distrust towards EAI such
as P12 who was employed part-time stating, “I do not trust a computer program to accurately and
benevolently diagnose and/or treat mental health issues. If I had a mental illness diagnosed through a
computer, I would not trust that diagnosis,” illustrating that reasons for participants’ distrust included
their perceptions of the technology’s inability to accurately infer or diagnose health conditions.
Feelings of distrust and perceived EAI-induced risks led to anticipated refusal towards being

subjected to EAI at the workplace. 3.5% of participants described that they would refuse EAI use
such as by quitting their job, not accepting a job that uses such systems, or not giving consent to its
use, 78.6% of whom identified with a marginalized identity. For instance, P124 who is retired stated,
“I see no possible way ‘these systems’ could benefit me, since I will never accept employment with
any organization that uses them,” demonstrating how some participants envisioned themselves to
maintain their power and autonomy by rejecting jobs and organizations that use EAI. To add, P155
stated that, using EAI systems in the workplace, “is an invasion of privacy that [they] would never
agree to,” further highlighting how participants would potentially reject giving consent to the use of
EAI if they have the option to do so. P292, a part-time employee, also stated that if their workplace
began using EAI systems, it would be a sign for them that “it is time to find a new employer,”. While
these anticipated responses highlight negative attitudes towards being subjected to EAI at work, it
is important to note that declining a job offer or quitting a job are highly privileged acts which
many data subjects do not have and, therefore, would continue to work under conditions they find
harmful; that is, assuming data subjects would be aware of being subjected to EAI in the workplace
in the first place.
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5 DISCUSSION
Data subjects’ perceptions of EAI in the workplace, as we examined, challenge the dominant
discourse surrounding EAI and its stated purposes to improve humans’ environments and wellbeing,
showing how EAI could ultimately harm the very conditions proponents of EAI claim it will improve
[11, 47, 54, 87]. Centering data subjects as privileged knowers best suited to identify technological
harms [22, 49], our findings suggest that EAI’s potential benefits come at significant risk of harm
to data subjects in the workplace: EAI could harm data subjects’ wellbeing and the workplace
environment just as well as it could improve it, amplify [167] the biases and stigmas it aims to
mitigate, and threaten data subjects’ autonomy and agency in a context where they have minimal
opportunity to meaningfully consent to EAI technologies [15, 114, 137].
Our use of the relational ethics lens [22] demonstrates the generative possibilities of critical

work. The following sections expand upon our findings to 1) examine wider social conditions in
which public reverence for algorithmic systems as solutions masks the problems they create, 2)
discuss EAI’s implications for widened power asymmetries and promoting unjust outcomes in the
workplace, and 3) highlight social harms from EAI that remain in spite of leading approaches to
solve EAI’s established problems.

5.1 The misleading allure of using EAI in the workplace
The attraction towards EAI as a solution to work-related problemsmay stem from public perceptions
of AI’s capability to efficiently and neutrally improve an environment [22], in tandem with the
obstacles that workplaces experience and have historically experienced. For example, the workplace
is an increasing source of stress resulting from issues such as work overload and role conflict
[60, 111, 122] which designers and adopters of EAI may promise that the technology would alleviate
[11, 87]. Of note, although our survey vignettes suggest potentially beneficial applications of EAI,
as informed by prior work [47, 54, 86, 107, 144, 149, 182], nearly one third of participants did not
acknowledge any benefit to EAI in the workplace; those that acknowledged EAI’s potential benefits
as implied by survey scenarios still contrasted them with concerns of EAI’s potential to inflict
harm. This is important to note as our findings could be interpreted to legitimize using EAI in the
workplace by referencing potential benefits acknowledged by participants, which is not the goal
of this study. Although developers, providers, and consumers (e.g., employers) of AI technology
perpetuate the dominant narrative that AI (and EAI) offer objective solutions that benefit society
[22, 28, 109, 161], our findings show how data subjects, the targets of EAI systems in the workplace
most vulnerable to its harms [22], do not fall trap to the allure of EAI to solve work-related problems.
Rather, as privileged knowers [49], data subjects contest dominant narratives surrounding EAI
[11, 54, 87] with critical challenges to its purported benefits and by identifying its potential harmful
effects, such as the perceived potential for negative impacts on their wellbeing, harm their work
environment and employment status, and increased bias and discrimination by employers.
Data subjects’ acknowledgements of the potential benefits of EAI in the workplace (e.g., to

improve wellbeing, to reduce bias and stigma) exposes the obstacles that workers continue to
endure to maintain their wellbeing and access equal opportunity in the workplace. Highlighting
the lack of available resources to adequately meet their needs, data subjects noted how EAI could
potentially mitigate these obstacles, yet they remained concerned that EAI would likely not lead to
these benefits in practice due to potential partiality, bias, and heightened surveillance they may
experience as a result of being subjected to EAI at work. This is because the human and institutional
forces that foreshadow and accompany technologies’ introduction shape said technologies’ impact
[167].
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Indeed, our findings reveal how EAI may magnify, rather than alleviate, existing challenges data
subjects face in the workplace. Toyama’s amplification theory [167] reconciles these narratives,
describing how technologies amplify the underlying structural and institutional forces that are
limited in their capacity and intent to address existing inequalities and injustices in the workplace
[34, 130]. Under the amplification theory, EAI’s effect on theworkplace is not simply additive [2, 167],
moving the needle in regards to employees’ wellbeing, equal access, and power relations in either
positive or negative direction, but “a tool that multiplies human capacity in the direction of human
intent” [167]. As past work suggests, corporate stakeholders are deficient in their commitment
to address workplace conditions that hinder employees’ ability to maintain and improve their
wellbeing [130] and access care and justice in the workplace [34], motivated by a singular goal to
maximize organizational resources “heedless of the well-being” of its employees [34]. Applying the
amplification theory to our findings (i.e., unjust and detrimental employment decisions informed by
EAI, widened power imbalance between employers and employees), we suggest that EAI can widen
power imbalances and amplify existing injustices in its attempt to substitute EAI for organizations’
missing capacity and intent to promote equity and wellbeing in the workplace.
Therefore, we suggest that the risks and harms associated with EAI in the workplace render

EAI a poor and dangerous solution to address the deeper and structural issues of inadequate
wellbeing support and unjust treatment in the workplace. Some problems may just not be solvable
by technological interventions [4, 73].

5.2 Implications for power and justice with EAI in the workplace
If EAI amplifies the power asymmetry between employees and employers, what might that effect
look like in practice? We offer insights into how data subjects in the workplace foresee potential
harms and may renegotiate the terms of power in an EAI-enabled work environment that risks
inflicting significant and wide-ranging harms to data subjects. Our findings suggest data subjects
of EAI in the workplace anticipate how they would use their remaining power to avoid some EAI-
inflicted harms by conforming to (e.g., changing emotional displays) or refusing (e.g., quitting or
rejecting a job) EAI’s integration in their workplace, an environment already contextually bounded
by deep power asymmetries.
As a form of workplace surveillance, our findings suggest that EAI in the workplace may

worsen employee wellbeing, extending prior work that has identified non-algorithmic workplace
surveillance to harm workers’ wellbeing and raising ethical questions in regards to workers’
wellbeing and privacy in the workplace environment [14, 116, 145]. In data subjects’ anticipated
efforts to evade EAI’s harms from extensive surveillance by conforming their outward displays of
emotion to meet their job’s emotional expectations, these acts would take the form of emotional
labor [40, 68, 78], a term coined by Arlie R. Hochschild in 1983 to describe how people may act or
display emotions to suit others’ expectations [78]. In the traditional workplace, emotional labor
is associated with negative consequences such as burnout, increased stress, and decreased job
satisfaction [24, 133]. However, we argue that by engaging in emotional labor to bypass some
EAI-inflicted harms, data subjects could be exposed to other harms posed on their actual or genuine
emotional states (e.g., increased stress) as participants in this study described their anticipation
to conforming to expectations placed onto them by the workplace environment. We suggest that
these EAI-inflicted harms would be unjustly exacerbated for some data subjects along dimensions
of industry/job, gender, race, and (dis)ability; for example, service workers [163], women [163],
autistic people [82], and racial minorities [72] have higher emotional labor expectations to meet in
the traditional workplace, which we expect EAI use would only reinforce.
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To discuss how data subjects anticipate themselves to refuse EAI technology in the workplace
altogether to avoid EAI-inflicted harms, we borrow the term refusal from the Feminist DataMainfest-
No, a collaboratively written set of refusals of harmful data regimes and commitments to new
data futures [32]. Potential refusal strategies surfaced in our analysis included denying consent to
being subjected to EAI in the workplace and rejecting or quitting a job that implements or plans to
implement EAI. While potentially powerful, it is important to note that such refusal is a highly
privileged act that data subjects may not be able to do in practice. Refusing EAI may risk data
subjects’ livelihood by leading to negative employment outcomes such as losing a job or staying
unemployed. These potential unjust outcomes further emphasize the need to include data subjects
in the design and implementation processes of EAI as failing to do so can disproportionately affect
those who, although may wish to refuse, cannot refuse the technology in practice without facing
harms to their livelihood.
As data subjects’ anticipated efforts to avoid EAI-inflicted harm by conforming to or refusing

the technology, we suggest the potential for EAI in the workplace to, instead, expose data subjects
to unavoidable harm. Ethical and responsible EAI must square with these harmful and unjust
implications [136, 144], such as by exploring how data subjects’ privacy may be protected and
preserved with any EAI technologies in the workplace.

5.3 More accurate and less biased EAI: then what?
EAI has been contested for qualities such as validity, accuracy, and bias [18, 138, 162] as well as
privacy invasion [7]. In response, some have called for banning EAI altogether (which have not
been effective to date) [39]. Others offer technical fixes in an attempt to improve EAI to make it
more accurate and less biased [66, 108], which some note is inherently impossible [162, 176]. Yet,
emotion AI development, scholarship, and practice continues to grow.
We posit that even if EAI’s technical inaccuracy and bias concerns are somehow addressed in

the future, there are still EAI-inflicted harms that increased accuracy may indeed exacerbate or
that debiased systems would not actually mitigate, as highlighted by participants’ concerns around
potential privacy harm, conformity and emotional labor, and other perceived potential risks; that
increased algorithmic accuracy may harm, rather than benefit, certain communities is echoed in
prior work [168, 176], albeit not within the context of EAI. For example, more accuracy in EAI
may exacerbate privacy loss concerns [69] as well as emotional labor performances, as seen in
participants’ concerns in conforming or resisting to EAI implementation, which may have disparate
impacts. Other harms inflicted by EAI in the workplace, such as reduced wellbeing and heightened
power imbalances between data subjects and employers with employers gaining more control and
authority over data subjects, would still persist and may be amplified, regardless of how much
more accurate and debiased future EAIs might be. As suggested in Section 5.2 in tandem with our
findings highlighting participants’ anticipated risks from being subjected to EAI at work, the harms
EAI can inflict on data subjects in the workplace may be inescapable consequences.
In spite and as a result of efforts to mitigate or preempt EAI’s established social harms, EAI’s

harms persist, raising the larger question of whether EAI can defensibly be implemented in the
workplace at all.

6 CONCLUSION
Using a relational ethics lens, we investigated data subjects’ perspectives regarding being subjected
to EAI in the workplace. Approximately one third of data subjects did not foresee any benefit
to them stemming from EAI use in the workplace. Others who acknowledged potential benefits,
contrasted themwith potential harms. Data subjects noted how EAI use could potentially contribute
to improved wellbeing, work environment, performance, and employment status as well as reduced
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bias and stigmatization in the workplace; however, they also perceived the potential for employers
to use EAI in ways that could lead to harms posed to data subjects (e.g., negative wellbeing effects,
harmwork performance and employment status, increased bias and discrimination). These potential
harms further led to anticipations of how data subjects might react to the implementation of EAI in
practice, noting how they would conform to or refuse it. We argue that EAI maymagnify, rather than
alleviate, existing challenges (e.g., wellbeing, bias) data subjects face in the workplace and suggest
that some EAI-inflicted harms would persist even if EAI’s contested qualities (e.g., validity, bias,
accuracy) are addressed. This work makes novel empirical contributions to scholarship surrounding
EAI’s social and ethical implications in a high-stakes context that has the potential to shape the
future of work, while also directly responding to calls by the U.S. Office of Science and Technology
Policy to better understand EAI and impacted groups’ perspectives on it.
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7 APPENDICES
A SURVEY VIGNETTES FOR THEWORKPLACE CONTEXT
The 14 purposes for which EAI is deployed and informed our survey design are bolded. The 14
purposes were repeated twice.
(1) As an employee, rate your comfort (from 0 = "very uncomfortable" to 100 = "very comfortable")

with your employer using a computer program to automatically detect your emotional states
using records of what you say (either verbally or written/typed) and how you say it (such
as your speed or tone when saying it) recorded from your daily activities and device use,
for the purpose of: - inferring the mental health state of employees. Inferences of an
individual’s mental health will not be made; only at a group level.

(2) As an employee, rate your comfort (from 0 = "very uncomfortable" to 100 = "very comfortable")
with your employer using a computer program to automatically detect your emotional states
using records of what you say (either verbally or written/typed) and how you say it (such as
your speed or tone when saying it) recorded from your daily activities and device use, for
the purpose of: - inferring the mental health state of employees individually.

(3) As an employee, rate your comfort (from 0 = "very uncomfortable" to 100 = "very comfortable")
with your employer using a computer program to automatically detect your emotional states
using records of what you say (either verbally or written/typed) and how you say it (such as
your speed or tone when saying it) recorded from your daily activities and device use, for the
purpose of: - diagnosing mental illness in employees earlier than otherwise possible.

(4) As an employee, rate your comfort (from 0 = "very uncomfortable" to 100 = "very comfortable")
with your employer using a computer program to automatically detect your emotional states
using records of what you say (either verbally or written/typed) and how you say it (such as
your speed or tone when saying it) recorded from your daily activities and device use, for
the purpose of: - diagnosing neurological disorders, such as dementia or ADHD, in
employees earlier than otherwise possible.

(5) As an employee, rate your comfort (from 0 = "very uncomfortable" to 100 = "very comfortable")
with your employer using a computer program to automatically detect your emotional states
using records of what you say (either verbally or written/typed) and how you say it (such as
your speed or tone when saying it) recorded from your daily activities and device use, for
the purpose of: - identifying employees in need of mental health support, to better
plan organizational mental health resources.

(6) As an employee, rate your comfort (from 0 = "very uncomfortable" to 100 = "very comfortable")
with your employer using a computer program to automatically detect your emotional states
using records of what you say (either verbally or written/typed) and how you say it (such as
your speed or tone when saying it) recorded from your daily activities and device use, for
the purpose of: - developing an intelligent computer program, such as a chat bot, that
can conduct mental health therapy with employees, including you.

(7) As an employee, rate your comfort (from 0 = "very uncomfortable" to 100 = "very comfortable")
with your employer using a computer program to automatically detect your emotional states
using records of what you say (either verbally or written/typed) and how you say it (such as
your speed or tone when saying it) recorded from your daily activities and device use, for
the purpose of: - inferring moments employees may be in need of emotional support,
and responding with an intelligent computer program designed to help employees
improve their wellbeing, such as offering wellbeing tips.

(8) As an employee, rate your comfort (from 0 = "very uncomfortable" to 100 = "very comfortable")
with your employer using a computer program to automatically detect your emotional states
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using records of what you say (either verbally or written/typed) and how you say it (such as
your speed or tone when saying it) recorded from your daily activities and device use, for
the purpose of: - sharing that information with academic researchers to help them
learn more about mental health, as part of a research partnership.

(9) As an employee, rate your comfort (from 0 = "very uncomfortable" to 100 = "very comfortable")
with your employer using a computer program to automatically detect your emotional states
using records of what you say (either verbally or written/typed) and how you say it (such as
your speed or tone when saying it) recorded from your daily activities and device use, for
the purpose of: - giving employers data-driven insights into employees’ wellbeing.

(10) As an employee, rate your comfort (from 0 = "very uncomfortable" to 100 = "very comfortable")
with your employer using a computer program to automatically detect your emotional states
using records of what you say (either verbally or written/typed) and how you say it (such as
your speed or tone when saying it) recorded from your daily activities and device use, for
the purpose of: - automatically alerting your employer when employees may need
support, including you.

(11) As an employee, rate your comfort (from 0 = "very uncomfortable" to 100 = "very comfortable")
with your employer using a computer program to automatically detect your emotional states
using records of what you say (either verbally or written/typed) and how you say it (such as
your speed or tone when saying it) recorded from your daily activities and device use, for
the purpose of: - inferring whether employees are at risk of harming themselves.

(12) As an employee, rate your comfort (from 0 = "very uncomfortable" to 100 = "very comfortable")
with your employer using a computer program to automatically detect your emotional states
using records of what you say (either verbally or written/typed) and how you say it (such as
your speed or tone when saying it) recorded from your daily activities and device use, for
the purpose of: - inferring whether employees are at risk of harming others.

(13) As an employee, rate your comfort (from 0 = "very uncomfortable" to 100 = "very comfortable")
with your employer using a computer program to automatically detect your emotional states
using records of what you say (either verbally or written/typed) and how you say it (such as
your speed or tone when saying it) recorded from your daily activities and device use, for
the purpose of: - avoiding subjectivity in other methods of your employer learning
about your emotional state, like a survey or your employer’s observations.

(14) As an employee, rate your comfort (from 0 = "very uncomfortable" to 100 = "very comfortable")
with your employer using a computer program to automatically detect your emotional states
using records of what you say (either verbally or written/typed) and how you say it (such as
your speed or tone when saying it) recorded from your daily activities and device use, for
the purpose of: - assessing the work performance of individual employees.

(15) As an employee, rate your comfort (from 0 = "very uncomfortable" to 100 = "very comfortable")
with your employer using a computer program to automatically detect your emotional states
using records of images or video of what you look like, based on your facial expressions
recorded from your daily activities and device use, for the purpose of: - inferring themental
health state of employees. Inferences of an individual’s mental health will not be
made; only at a group level.

(16) As an employee, rate your comfort (from 0 = "very uncomfortable" to 100 = "very comfortable")
with your employer using a computer program to automatically detect your emotional states
using records of images or video of what you look like, based on your facial expressions
recorded from your daily activities and device use, for the purpose of: - inferring themental
health state of employees individually.
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(17) As an employee, rate your comfort (from 0 = "very uncomfortable" to 100 = "very comfortable")
with your employer using a computer program to automatically detect your emotional states
using records of images or video of what you look like, based on your facial expressions
recorded from your daily activities and device use, for the purpose of: - diagnosing mental
illness in employees earlier than otherwise possible.

(18) As an employee, rate your comfort (from 0 = "very uncomfortable" to 100 = "very comfortable")
with your employer using a computer program to automatically detect your emotional states
using records of images or video of what you look like, based on your facial expressions
recorded from your daily activities and device use, for the purpose of: - diagnosing neuro-
logical disorders, such as dementia or ADHD, in employees earlier than otherwise
possible.

(19) As an employee, rate your comfort (from 0 = "very uncomfortable" to 100 = "very comfortable")
with your employer using a computer program to automatically detect your emotional states
using records of images or video of what you look like, based on your facial expressions
recorded from your daily activities and device use, for the purpose of: - identifying employ-
ees in need of mental health support, to better plan organizational mental health
resources.

(20) As an employee, rate your comfort (from 0 = "very uncomfortable" to 100 = "very comfortable")
with your employer using a computer program to automatically detect your emotional states
using records of images or video of what you look like, based on your facial expressions
recorded from your daily activities and device use, for the purpose of: - developing an
intelligent computer program, such as a chat bot, that can conduct mental health
therapy with employees, including you.

(21) As an employee, rate your comfort (from 0 = "very uncomfortable" to 100 = "very comfortable")
with your employer using a computer program to automatically detect your emotional states
using records of images or video of what you look like, based on your facial expressions
recorded from your daily activities and device use, for the purpose of: - inferring moments
employees may be in need of emotional support, and responding with an intelligent
computer program designed to help employees improve their wellbeing, such as
offering wellbeing tips.

(22) As an employee, rate your comfort (from 0 = "very uncomfortable" to 100 = "very comfortable")
with your employer using a computer program to automatically detect your emotional states
using records of images or video of what you look like, based on your facial expressions
recorded from your daily activities and device use, for the purpose of: - sharing that
information with academic researchers to help them learn more about mental
health, as part of a research partnership.

(23) As an employee, rate your comfort (from 0 = "very uncomfortable" to 100 = "very comfortable")
with your employer using a computer program to automatically detect your emotional states
using records of images or video of what you look like, based on your facial expressions
recorded from your daily activities and device use, for the purpose of: - giving employers
data-driven insights into employees’ wellbeing.

(24) As an employee, rate your comfort (from 0 = "very uncomfortable" to 100 = "very comfortable")
with your employer using a computer program to automatically detect your emotional states
using records of images or video of what you look like, based on your facial expressions
recorded from your daily activities and device use, for the purpose of: - automatically
alerting your employer when employees may need support, including you.

(25) As an employee, rate your comfort (from 0 = "very uncomfortable" to 100 = "very comfortable")
with your employer using a computer program to automatically detect your emotional states
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using records of images or video of what you look like, based on your facial expressions
recorded from your daily activities and device use, for the purpose of: - inferring whether
employees are at risk of harming themselves.

(26) As an employee, rate your comfort (from 0 = "very uncomfortable" to 100 = "very comfortable")
with your employer using a computer program to automatically detect your emotional states
using records of images or video of what you look like, based on your facial expressions
recorded from your daily activities and device use, for the purpose of: - inferring whether
employees are at risk of harming others.

(27) As an employee, rate your comfort (from 0 = "very uncomfortable" to 100 = "very comfortable")
with your employer using a computer program to automatically detect your emotional states
using records of images or video of what you look like, based on your facial expressions
recorded from your daily activities and device use, for the purpose of: - avoiding subjectivity
in othermethods of your employer learning about your emotional state, like a survey
or your employer’s observations.

(28) As an employee, rate your comfort (from 0 = "very uncomfortable" to 100 = "very comfortable")
with your employer using a computer program to automatically detect your emotional states
using records of images or video of what you look like, based on your facial expressions
recorded from your daily activities and device use, for the purpose of: - assessing the work
performance of individual employees.
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B BREAKDOWN OF SAMPLE INCLUDED IN THIS PAPER

Sample Number of participants, n
Representative sample 289

Mental health oversample* 37
Gender oversample**

Trans 6
Non-binary 26

Trans, non-binary 2
Race/ethnicity oversample***

African-American or Black 11
Asian-American 1

East Asian 2
Hispanic or Latino/a/x 11

Indigenous American or First Nations 1
Multi-racial 9

Total participants 395
Table 3. Full breakdown of the sample included in this paper.

*Participants were asked “Please describe your mental health status. Select all the apply.” to the
following options: I have a mental health condition and it has not been formally diagnosed; I have
a mental health condition that has been formally diagnosed; I am being treated for a mental health
condition, and that treatment includes medication; I am being treated for a mental health condition,
not with medication; I do not have a mental health condition; I used to have a mental health condition
and I no longer do; I have multiple mental health conditions. Some are diagnosed, some are not; I have
multiple mental health conditions. I take medication for some, and do not for others.
**Participants were asked “Please describe your gender. Select all that apply.” to the following

options:Woman, Man, Trans, Non-binary, Prefer not to disclose, Prefer to self-describe (open-ended
textbox). These options were selected according to [160].
***Participants were asked “Please describe your race/ethnicity. Select all that apply.” to the

following options: African, African-American or Black, Asian-American, East Asian, Hispanic or
Latino/a/x, Indigenous American or First Nations, Middle Eastern, South Asian, Southeast Asian, White,
Not listed, please specify (open-ended textbox), Prefer not to answer.
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C BREAKDOWN OF PARTICIPANTS’ DEMOGRAPHICS

Demographics Number of participants, n
Gender

Woman 202
Man 364

Non-binary 34
Trans 11

Race/ethnicity
African 5

African-American or Black 62
Asian-American 27

East Asian 27
Hispanic or Latino/a/x 39

Indigenous American or First Nations 8
Middle Eastern 3

Not listed 7
South Asian 2

Southeast Asian 5
White 269

Age*
18-24 96
25-34 83
35-44 61
45-54 50
55-64 58
65+ 45

Employment status**
Employed full-time 176
Employed part-time 61

Not in the paid workforce 100
Looking for work 47

Other 25
Highest level of education or degree completed***

Some grade school 2
High school graduate 52

Some college 97
Technical, vocational, or trade school 5

Associate degree in college 41
Bachelor’s degree in college 115

Master’s degree 64
Professional degree 14
Doctoral degree 5

Table 4. Note: Some percentages may add up to more than our sample number of 395 because participants
could be in multiple gender and race/ethnicity categories and experiencing more than one employment event
at once. Additionally, 3 participants did not report their age.
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*Participant age ranges were provided by the recruitment service Prolific and validated with a
prescreening survey questions that asked participants’ year of birth.

**Participants were asked “Please indicate your current employment status. Select all that apply.”
to the following options: Employed Full-Time, Employed Part-Time, Looking for work, Not in the paid
workforce (retired, full-time caregiving, full-time student etc), Other (open-ended textbox)

***Participants were asked “What is the highest level of school you have completed or the highest
degree you have received?” to the following options: No formal school, Some grade school, High
school graduate (high school diploma or equivalent including GED), Some college, Technical, vocational,
or trade school, Associate degree in college (2-year), Bachelor’s degree in college (4-year), Master’s
degree, Professional degree (JD, MD), Doctoral degree
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